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ABSTRACT

Understanding energy transport at the nanoscale is an open and fundamental challenge in the molecular sciences with direct implications
for the design of new electronics, computing devices, and materials. While nanoscale energy transport under steady-state conditions has
been studied extensively, there is much less known about energy transport under time-dependent driving forces, particularly in the far-from-
equilibrium regime. In this work, we use nonequilibrium molecular dynamics simulations and stochastic thermodynamics to investigate
energy transport in a well-studied nanoscale system—a molecular junction—subjected to a time-periodic temperature gradient. The primary
observation is that molecular junctions can exhibit heat transport hysteresis, a phenomenon in which the heat flux through a system depends
not only on the instantaneous value of a time-dependent temperature bias but also on the temporal history of that bias. The presented findings
illustrate that molecular junctions can exhibit the specific memory effect—heat transport hysteresis—that is essential for the design of thermal
neuromorphic computers. This work elucidates a potential pathway toward the realization of such devices.

© 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
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. INTRODUCTION

Discovering and understanding the chemical and physical
mechanisms governing energy transport at the nanoscale is one
of the most important problems in the molecular sciences.' '’ In
nanoscale systems, the complex interplay, coupling, and often com-
petition between multiple energy transport processes”''*’ lead to
phenomena that cannot be described using the same principles that
are used for macroscale systems.”’ " Understanding these trans-
port mechanisms is central to the development of technologies such
as molecular electronics,”*® thermal computing devices,””’ ther-
moelectric materials and molecules,” "' and metamaterials with
advanced performance characteristics.””"> Over the past several
decades, significant progress has been made characterizing steady-
state electronic and heat transport at the nanoscale both exper-
imentally and theoretically. However, less is known about how
time-dependent driving forces influence the flow of energy at this
scale when the system is pushed from the steady state regime into
time-dependent nonequilibrium states.”* *” This is the focus area of
this work. The interplay between an external modulation and energy

transport mechanisms can give rise to dynamical effects such as
electronic hysteresis and heat transport hysteresis.”’ *” These phe-
nomena have implications for the design of, for example, energy
storage devices and neuromorphic computers.

Theoretical methods to describe nanoscale energy trans-
port have been developed, and the field is well-established and
active.” !9 One common molecular-level setup that is
used to probe energy transport at the nanoscale is a molecular
junction—a device consisting of a single molecule that bridges two
electrodes.”””* " Applying a temperature bias across the junction
by modifying the temperatures of the electrodes induces a heat
current through the molecular bridge that can be measured using
advanced experimental techniques.””"” Previous experimental stud-
ies have primarily focused on steady-state thermal transport across
molecular junctions in the presence of a static temperature gradient.
Applying time-dependent temperature gradients at the nanoscale is
experimentally challenging, although advances in nanoscale thermal
modulation—such as ultrafast photothermal heating and electrically
controlled temperature fields—may enable such protocols. Segal,
Nitzan, and Hanggi analyzed a molecular junction under steady state
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conditions using simulations and found that a transition between
ballistic and diffusive heat transport regimes occurred as the length
of the molecular junction was varied.®” The results of single molecule
thermal conductance experiments performed almost two decades
later are in agreement with their findings,”* highlighting the
important interplay between theory and experiment in this field.

One potential technological application of nanoscale
energy transport is in the development of thermal computing
devices.””*""*"% Thermal computing is a hardware compu-
tational approach that involves using heat currents instead of
electrical currents to perform logical operations.”® Some of the
potential advantages of thermal computing in comparison to classi-
cal electronic computing are (1) the ability to harness omnipresent
thermal energy sources to perform computations, bypassing the
need to generate electrical currents; and (2) because thermal energy
is not a detriment in these devices, the density of transistors on
a chip could potentially exceed what is possible with electronic
transistors while maintaining operational stability. One distinct
disadvantage of thermal computers is that the slew rate, i.e., the
ON-OFF rate, of devices such as thermal transistors will be orders
of magnitude slower than electronic counterparts. However, this
limitation on operational speed may be offset by the ability to
increase the density of transistors on a chip. Overall, it is important
to note that thermal computing is an emerging field, and so its
practical impact on the technological landscape is not presently
clear. Fields such as thermotronics and phononics, which aim to
control heat exchange and energy flow in devices, are closely related
to thermal computing' "> and have technological uses for thermal
management and thermal information processing.

Another emerging computing architecture is neuromorphic
computing. The field of neuromorphic computing has gained sig-
nificant attention due to its potential applications in new computing
architectures that increase computing efficiency with respect to both
energy usage and operational speed.”*’ Neuromorphic devices
increase computing efficiency by co-locating memory and process-
ing units.”"”""”* Because of this co-location, neuromorphic comput-
ers are energy efficient and avoid the von Neumann bottleneck that
arises from transferring information back and forth between sepa-
rate memory and processing units—a limitation of standard classical
computers. The principal neuromorphic components are memris-
tors (memory resistors) and memcapacitors (memory capacitors),
devices that perform both memory and processing operations.

The physical phenomenon that gives rise to the memory func-
tionality in traditional neuromorphic devices is electronic hystere-
sis, as signified by hysteresis curves in the I x V plane, where I
is electronic current and V is the voltage bias. Models of ther-
mal neuromorphic devices have also been developed, and these
devices exhibit heat transport hysteresis, i.e., hysteresis curves in the
J x AT plane, where ] is the heat current and AT is the tempera-
ture bias.”””* Heat transport hysteresis is a phenomenon in which
an energy flux generated by a temperature gradient that is oscillating
in time is out of phase with the oscillation pattern of the gradient
itself. This type of hysteresis behavior is not present in systems that
operate under steady-state conditions. We have previously shown
in lattice models that nanoscale systems can exhibit heat transport
hysteresis.”” *’

In this work, we show the presence of neuromorphic heat trans-
port effects in a model molecular junction subjected to a periodically
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modulated temperature gradient. We extend our previous work in
this area”” " by using stochastic nonequilibrium molecular dynam-
ics simulations to examine alkane molecular junctions and demon-
strate the emergence of heat transport hysteresis in these nonlinear
systems. We analyze the dependence of hysteresis on system para-
meters such as temperature oscillation frequency and chain length
and provide insights into the microscopic mechanisms governing
nonequilibrium energy transport in molecular systems. Our theo-
retical findings elucidate a potential path to realize neuromorphic
heat transport effects in molecular junctions by controlling heat
flow using time-dependent temperatures. Molecular junctions with
tunable hysteresis characteristics could function as molecular ther-
mal logic or memory elements. Such systems are well-studied under
steady-state conditions and may ultimately be used in thermal neu-
romorphic architectures that are controlled using temperature fields.
This work provides a mechanistic foundation for exploring time-
dependent thermal transport and heat transport hysteresis at the
nanoscale.

Il. HEAT TRANSPORT HYSTERESIS

The first model we consider is an alkane molecular junction
consisting of N carbon atoms and 2N + 2 hydrogen atoms that con-
nects two heat baths with time-dependent temperatures. There are
3N + 2 total atoms in the system, and the value of N defines the
effective length of the junction. See Fig. 1 for a schematic diagram
of the system. The baths are denoted “L” for left bath and “R” for
right bath. The corresponding time-dependent temperatures T (¢)
and Tr(t) oscillate at the respective frequencies w and wg. This
model is based on the setups used in recent experimental measure-
ments of single-molecule thermal conductance under steady-state
conditions;””"’ however, note that our investigation is under time-
periodic temperature driving. The primary effect we will show is
heat transport hysteresis, which is shown schematically in the bot-
tom row of plots in Fig. 1. The schematic hysteresis curves in Fig. 1
illustrate the qualitative concept of thermal hysteresis. As we will
show, significantly more complex hysteresis curves can be generated
in molecular junctions.

We first examine energy transport in this molecular junction
model using molecular dynamics (MD) simulations. The MD sim-
ulations are implemented using classical nonequilibrium Langevin
dynamics implemented in a codebase developed by us. We use the
Optimized Potentials for Liquid Simulations-All-Atom (OPLS-AA)
force field, which is a classical force field that is well-used to under-
stand the properties of organic liquids.”> With the orientation of the
alkane molecule as in Fig. 1, the equation of motion (EoM) for the
left terminal carbon in the chain is

mc ¥1(t) = =V, U(r1, ..., 13n42) — mc yr B1(t) + &.(8), (1)
and the EoM for the right terminal carbon is

mc En(t) = =V, U(r1,. .., Bane2) — mc yr En(t) + & (1) (2)
The EoM for all other (non-terminal) carbons is

mc f‘j(t):7VrJU(l‘1,...,I‘3N+2):1<j<N, 3)
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(*)
Tot)

Jr(t)

e

AT()

AT(t) AT(t)

FIG. 1. Schematic diagram of an alkane molecular chain connecting two heat baths with time-dependent oscillating temperatures. The temperatures of the left and right baths,
TL(t) and Tr(t), are oscillatory, as signified by the circular patterns representing each bath. The representative hysteresis curves in the bottom row illustrate the concept of
hysteresis under thermal driving. The molecular simulation results presented in this paper often deviate from this simple hysteresis curve shape.

and for all the hydrogen atoms,

my §j(t) = =V U(r1,. .., 1an42) : N <j <3N + 2. (4)

Here, mc is the mass of a carbon atom, my is the mass of a hydro-
gen atom, rj = {xj(t),y;(1),z;(t)} is the position of the jth atom,
y, and y; are the system-bath coupling constants for the left and
right baths, respectively, and & (t) = {E{x) (t),fﬁy) (1), EEZ) ()} and

&(t) = {fl({x) (1), EI({J') (1), EI({Z) (t)} are the stochastic noise terms for
the baths that obey the correlations,

(E.(DEL (1)) = 2y, mcksTo(£)0(t — ') e R,
(Ex(ER(')) = 2ypmcksTr(£)8(t — ') € R*?,
(E.(NER(1)) =0 e R, 5)
(E(1) =0 R,
(&x()) =0 e R,
where kg is the Boltzmann constant and Tp(f) and Tr(¢) are

the time-dependent temperatures of the left and right baths,
respectively. The matrices

yo 0 0 y 0 O
=10 yp 0| and py=[0 yr O (6)
0 0 1y 0 0 9r

are the square diagonal matrices of system-bath coupling para-
meters. The potential energy surface U is the OPLS-AA force field
with an additional harmonic pinning potential on the terminal
carbons. We write this system of equations explicitly here to illus-
trate that the two terminal carbon atoms are governed by Langevin
dynamics with the baths having time-dependent temperatures.

We will consider the case where the temperatures of each bath
take the forms

TL(t) = T]EO) + ATy sin (a)Lt),

© . (7)
TR(t) = TR + ATR sin (th),

where ATy, and ATR define the amplitude of the oscillations, wy, and
wr are the oscillation frequencies as stated before, and TEO) and Tlgo)
are the temperatures of the two baths when there are no oscillations,
that is, when (AT, ATr) — (0,0). The instantaneous temperature
difference between the two baths is

AT(t) = To(t) - Tr(2). ®)

Only cases in which w. and wr are commensurate are considered.
Therefore, the system dynamics are periodic with total period 7.
Because of this periodicity, the system does not relax to a nonequi-
librium steady state but instead to a time-dependent nonequilibrium
state (TDNS). For ease of mathematical exposition, we define an
effective temperature parameter,

T2 nTL + yrTg”

&)

YL+ YR

and an effective system-bath coupling,
Y=L+ PR (10)

The oscillating temperature bias induces time-dependent energy
fluxes (heat currents) in the model. The energy fluxes are separated
into the following three terms:

1. J sys 18 the energy flux in/out of the system, i.e., the molecular
bridge.

2. ]y is the energy flux associated with the left bath.

3. Jg is the energy flux associated with the right bath.

Note that Jys = @, where E(t) is the system energy, and so

the system energy flux will vanish in the steady-state regime where
E(t) is constant. Using the stochastic energetics formalism, the
average energy fluxes in/out of the baths and the system are'”'>***’

Ju(t) = my(vi(£)) - m{E(£)va (1)), (11)
Jr(t) = myr{vi (£)) - m{& (t)on (1)), (12)
Joys(t) = d(i(tt)), (13)
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where (vf(t)) and (v,z\,(t)) are the expectation values of the squared
velocities of the left and right terminal carbons, respectively, and
(&L(t)v1(t)) and (&r(t)un(t)) are the noise-velocity correlation
functions.

The MD simulations are implemented as follows: The alkane
junction starts in the minimum energy configuration obtained using
the steepest descent on the MMFF94 force field.”” The length of
the carbon chain during the simulation is dictated by the min-
imum energy configuration. When a pinning potential is used,
the length of the chain will fluctuate around the length of the
minimum energy configuration. Then, the system is simulated for
multiple total periods of oscillation using nonequilibrium Langevin
dynamics. The time step used in the simulations was At = 0.001
in AKMA (Angstr(’ims, kilocalories per mole, atomic mass units)
units. Throughout this article, parameters are given in AKMA units,
with temperature given in units of Kelvin. The first half of the
simulation time is used to relax the system into the TDNS, with
bath temperatures oscillating during this entire procedure. Once the
TDNS is approximately reached, the energy fluxes are sampled using
stochastic thermodynamics methods.'””* Hundreds of thousands to
millions of trajectories are typically needed to converge the energy
flux calculations, and so the procedure is computationally taxing.
The energy flux calculations often still have such high noise levels
even when averaged over ~ 107 trajectories that smoothing meth-
ods must be used to elucidate the underlying signals, i.e., the energy
fluxes.

The numerical procedure we use to obtain the energy flux in the
baths is based on work in Ref. 96. Over the time interval [¢, ¢ + At],
the energy change in each of the respective baths is given by

QL(t):ftHAt(
QR(t):[t+At(

while the energy change in the system is AE(t) = E(t + At) — E(t).
In simulation, the expectation values of the energy fluxes are
calculated using

myLUf(t') - mEL(t')vl(t'))dt', (14)

myrvy (t) - mER(t')vN(t'))dt', (15)

Jut) = i (t) (16)

Jr(t) = Z (t) (17)

(i)
Jos(£) = ZAE (t), (18)

where 7 is the number of trajectories and the superscript i is an index
over each trajectory. In all heat transport calculations, each Cartesian
component is analyzed and included in the calculation.

In some of the models examined in this work, particularly
for longer alkanes and systems with weak system-bath coupling,
after simulating for greater than ~ 257 (25 oscillation periods), the
energy fluxes had not fully relaxed to the TDNS from the initial con-
ditions. Therefore, in these cases, fully relaxing the energy fluxes to
the TDNS was prohibitive computationally. In order to correct for
this incomplete relaxation, we vertically shifted the energy fluxes.
We examined the rate of relaxation to the TDNS and observed
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that this relaxation was occurring over successive periods, although
approximately asymptotically. We also noted that the general shape
of the hysteresis curves was not changing dramatically over suc-
cessive periods; only the vertical location in the J x AT plane was
changing. We, therefore, concluded that the energy shift was appro-
priate to describe the system dynamics in the TDNS. The shifting
factor AJy, was found by constraining the time integral over the
system energy flux for one period of oscillation to be zero,

.
fo Jsys(t) dt =0, (19)

where the equality constraint holds up to some numerical toler-
ance due to thermal noise and other factors. In order to satisfy this
constraint, the system energy flux can be written as

]SYs(t) = ]S,ys(t) + A]Sys: (20)

where J(t) is the unshifted simulation data. The bath energy fluxes
were shifted according to

T(O)
Jum () = H(2) = | — o), (21)
Ty’ +yrTy

where J,z(t) is the corresponding heat bath energy flux and the
factor in the last term on the RHS accounts for the energy par-
titioning between baths during thermal energy fluctuations.””
Throughout this work, we will note when the shifting procedure was
performed.

Figure 2 illustrates the system energy flux for an ethane (N = 2)
molecular bridge connecting two baths, one of which has an oscillat-
ing temperature and the other has a static temperature. Both baths
have the same baseline temperature, TEO) = Tl({o). In this figure, and
all others throughout, results are shown for one total oscillation
period, 7. There are two important initial observations: (1) heat
transport hysteresis is observed and (2) a complex hysteresis curve
emerges with multiple pinch points where the trajectory of the curve

5

[l

(=)
T
1

o

S

)
—

Jyys(simulation)

— smoothed curve

—3I 0 —ZIO - 1I 0 0 ll() 2I0 310
ATIK]

FIG. 2. System energy flux as a function of temperature difference for an ethane
molecular junction. The parameters in the model are N = 2 (ethane), y, ~ 0.05,
yr % 0.05, T = 300, T{” = 300, AT, = 0,ATg = 30, w =0,and wg = 5. Al
parameters throughout this article are given in AKMA units.
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intersects with itself. This type of curve has not been observed in
linear systems with only single-frequency temperature driving,””"’
which highlights that nonlinear effects in the molecular junction can
significantly alter heat transport. Under steady-state conditions, the
heat transport dynamics of a molecular junction can often be well-
approximated using a linear model.'® The presence of the pinched
loops shows that the presence of the oscillating temperature drives
the system into a state that cannot be well described using linear
approximations.

The data shown in Fig. 2 were obtained by averaging over ~ 10°
trajectories, where each trajectory represents a different realization
of the thermal noise. Even after averaging over these simulation
data, significant thermal noise still persisted in the hysteresis curves,
making it difficult to distinguish the energy fluxes from the noise.
Therefore, smoothing was performed. The specific smoothing pro-
cedure we used was to take a cumulative average over a time window
of sampling points. Overall, this figure illustrates the emergence of
heat transport hysteresis in an alkane model and that nonlinear
effects may feature prominently when describing the geometry of
hysteresis curves in such systems.

The pinched hysteresis effects for single-frequency temperature
driving are not present in all cases, however. This effect appears to be
system specific and depends on the specific temperature, driving fre-
quency, and system-bath couplings that are used. Figure 3 shows the
results for an ethane (N = 2) molecular bridge connecting two baths
with stronger system-bath couplings, a different baseline tempera-
ture gradient, and a faster temperature oscillation frequency than in
Fig. 2. In this case, the hysteresis presents as a single elliptical loop,
similar to our theoretical predictions in Refs. 62 and 63 and to what
is illustrated schematically in Fig. 1. Overall, these results illustrate
that the existence and shape of the molecular hysteresis curves are
affected by a combination of molecular properties, system-bath cou-
pling strengths, and the specific temperature driving protocol that is
implemented.

Shown in Fig. 4 are the hysteresis curves for the same setup as
in Fig. 2, but in this case with a baseline temperature gradient, i.e.,

Joys(simulation)
0.05F — smoothed curve 4
E‘m
&3 0
5
S
=~ -0.05¢ -
-0.1F -

500 400 300 200 -100
AT[K]

FIG. 3. System energy flux as a function of temperature difference for an ethane
molecular junction. The parameters in the model are N = 2 (ethane), y, =1,
ye =1, T =300, T = 600, AT, =0, AT = 200, w_ =0, and wg = 20.
The results are shown over two oscillation periods.
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FIG. 4. System energy flux as a function of temperature difference for an ethane
molecular junction. The parameters in the model are N = 2 (ethane), y, ~ 0.05,

yr % 0.05, T = 200, T = 300, AT, = 0, ATg = 50, w_ = 0, and wg = 5.

TEO) # Téo). Therefore, in this setup, in the absence of temperature
oscillations, there is a static temperature difference between baths,
and that temperature difference supports a heat current through
the model. A similar multiple pinched loop pattern (compare with
Fig. 2) is observed for the system energy flux shown in orange in the
top panel, signifying that the multi-pinch loop behavior may be a
general shape that occurs due to nonlinearity in the ethane molecule
force field. The energy fluxes for each of the two baths are shown in
the bottom panel of Fig. 6. Prominent multi-pinch hysteresis loops
are also observed for both heat baths. The left bath is shown in red,
and the right bath is shown in blue. Note that the sign convention
we use here and throughout is that when energy leaves a bath, the
energy flux sign is negative, while when energy is absorbed by a bath,
the sign is positive. This formalism agrees with the simulation results
shown in the bottom panel of Fig. 4.

Figure 5(a) illustrates the system energy flux hysteresis curve
for the same setup as in Fig. 2, except the ethane bridge is replaced
with alonger septane (N = 7) bridge. In this case, heat transport hys-
teresis is again observed, but the shape of the curve is altered from
the N = 2 case. Notably, the amplitude of the energy flux oscillations
is dramatically less than for the shorter N = 2 system. This suggests
that shorter molecular chains may be better candidates to observe
heat transport hysteresis. This implies that even when there are more
degrees of freedom present in a system in which to deposit and store
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FIG. 5. System energy flux as a function of temperature difference for (a) a septane
molecular junction and (b) @ methane molecular junction. The parameters in (a)
are N =7, y, =005, y, ~ 005 T =300, ¥ = 300, AT, = 0, ATg = 30,
w. =0, and wg =5. The data in (a) were vertically shifted by a factor
Adsys[ykg T = 0.014. The parameters in (b) are N =1, y =01, yg =0.1,

7 =300, T{” =200, AT, =0, ATg = 100, w__= 0, and wg = 10.

energy (for example, in a longer molecular bridge), energy passes
through the larger system (septane) at an increased rate relative to
the smaller system (ethane). This is evidence for a transition from
diffusive to ballistic transport. From a geometrical perspective, the
two prominent pinched loops that are generated for the N = 2 case
are much less prominent in the N = 7 case. However, this pinched
behavior can be observed in junction with other temperature driv-
ing protocols and system parameters. Figure 5(b) shows the same
type of hysteresis behavior in a methane (N = 1) junction with dif-
ferent system parameters than Figs. 2 and 5(a). This suggests that the
multiple pinch points could be a general behavior in specific physical
regimes.

Figure 6 illustrates the system energy flux for an ethane molec-
ular bridge connecting a hot bath and a cold bath, where the
temperatures of both baths are oscillating in time but with dif-
ferent frequencies. In particular, the frequencies of the left and
right baths are wp =10 and wg =5 in AKMA units. A notable
geometric feature arises—a single pinched loop pattern. In neu-
romorphic computing device design, a pinched loop pattern is a
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FIG. 6. System energy flux (top) and the energy fluxes of the baths (bottom) as
a function of temperature difference for an ethane molecular junction. The para-
meters in the model are N = 2, y, =~ 0.0, y; ~ 0.05, T =200, T{” = 300,
AT, =20, ATg =50, w_ = 10, and wg = 5.

required functionality for the most important component, a mem-
ristor,”” and we observe a similar effect here. The energy flux has
symmetry about the x-axis in the sense that approximately half the
loop is positive and half the loop is negative. This symmetry shows
that the system (the molecular bridge) is both acquiring and releas-
ing that same amount of energy on average over each oscillation
cycle, thereby sustaining a net current between the hot and cold
baths. The energy fluxes for each of the two baths are shown in
the bottom panel of Fig. 6. Prominent single-pinch hysteresis loops
are observed for both baths. The temperature bias in these figures is
motivated by two considerations: (1) to drive the system beyond the
linear-response regime and (2) to reflect experimentally accessible
temperature differences in nanoscale thermal control platforms.
Shown in Fig. 7 are the energy fluxes for the system (top panel)
and the baths (bottom panel) using the same setup as in Fig. 6 but
with a longer N =7 alkane bridge. The same general features are
observed as in the shorter alkane bridge, especially a hysteresis loop
with a single pinch. The primary difference between the shorter and
longer junctions is in the magnitude of the hysteresis curve. In par-
ticular, for N = 7, the maximum magnitude of the system energy flux
is #0.03, while for N = 2, the corresponding maximum magnitude is
~0.1. In this case, the longer junction tends to have less pronounced
hysteretic behavior, while the shorter junction exhibits prominent
effects. Changing the length of the bridge affects the magnitude of
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FIG. 7. System energy flux (top) and the energy fluxes of the baths (bottom) as
a function of temperature difference for an ethane molecular junction. The para-
meters in the model are N = 7, y, ~ 0.0, yg ~ 0.05, X =200, T{” = 300,
AT, =20, ATg =50, w. = 10, and wg = 5. The data were vertically shifted by a
factor of Adsys/ykg T = 0.025.

the hysteresis loops but has little effect on the loop geometry. Single-
pinch hysteresis loops are observed for both baths, as shown in the
bottom panel of Fig. 7, with the shape of these curves being similar
to the N = 2 result.

The quasi-static (QS) regime of the model is approached
when the bath temperatures oscillate slowly with respect to the
system-bath couplings (wi./y, wr/y — 0,0). In this regime, hystere-
sis effects will disappear as the dynamic phase lag between the
temperature driving and the system response vanishes. The results
of simulations for a model approaching the QS regime are shown in
Fig. 8. This result was obtained by averaging over ~2 x 10° trajecto-
ries. Here, the system approaches a limit in which hysteresis effects
begin to vanish. This can be observed by noting that both the ampli-
tude of oscillations, as signified through the y-axis bounds and the
width of the hysteresis loop are becoming small.

A. Reduced-order model

We also investigate the molecular junction transport dynam-
ics using a one-dimensional lattice model. The goal is to develop
a reduced-order model that captures the important features of
the full alkane simulation model. Reduced-order models and low-
dimensional models have played an important historical role in
theoretical descriptions of heat transport,”” >/ ?>19071% and we
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FIG. 8. System energy flux as a function of temperature difference for a sep-
tane molecular junction. The parameters in the model are N =7, y, = 1, yg = 1,
7 =300, 7{” =300, AT =0, ATg =30, w_=0, and wg = 57/6 ~ 2.62.
The data were vertically shifted by a factor of AJsys/ykg T = 0.0018.

have previously used these types of models to describe nanoscale
heat transport hysteresis.”” *° Our specific aim here is to model the
alkane molecular junction as a harmonic chain and examine how
and to what extent nonlinearities in the full alkane model manifest in
heat transport hysteresis curves. We will do this using exact analyti-
cal expressions for the energy fluxes ], /1, and Jg in the harmonic
chain and fitting the parameters in those expressions to the simula-
tion data from the full alkane model. In essence, a harmonic chain
with calibrated parameters is used as a linear surrogate model for the
full nonlinear alkane model considered previously.

The specific model considered is a one-dimensional harmonic
chain of N particles. The terminal particles in the chain are each con-
nected to heat baths with temperatures that are oscillating in time, in
the same fashion as the previous MD model. The Langevin equations
of motion for this system are

mx = 7(k + kPin)xl + kxy — mijcl + fL(t),
mx; = —2kxj + ka_l + kxj+1, (22)

MXN = —(k + kpm)xN +kxn_1 — mijcN + fR(t),

where m is the particle mass (taken to be the mass of a carbon atom),
x; is the displacement of particle j from its equilibrium position, and
k is a force constant between particles. The force constant k can be fit
to MD simulation data. A pinning potential is applied to the two ter-
minal carbons, and kyiy is the force constant for that potential. The
parameters y; and y; are the coupling constants between the sys-
tem and the respective baths, and &; () and &, (¢) are the stochastic
forces that obey the scalar versions of the correlations in Eq. (5).

It is useful to work in frequency space, as we are only concerned
with the TDNS of Eq. (22) and not with any transient behaviors that
occur as the system relaxes to this state. We follow the derivation
presented in Refs. 63, with parts of that derivation repeated here to
provide a complete mathematical exposition. Using matrix notation,
the equations of motion for the particles in the harmonic molecular
chain can be written as
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X(0) = G(w)E(w), (23)
G(w) = [-Mw? + @ + Ty () + Tr(w)] (24)

where X7 = {%1,%,...,%n} is a PFourier-transformed displace-
ment vector obtained using X(t) = [ 7 de(w)ei“’t The stochas-
tic forces represented in vector form are E! = {,0,0,---} and
g8 ={0,0,...,&}, and we define E(w) = B (w) + Er () for nota-
tional simplicity. The function G(w) is a Green’s function with
conjugate adjoint G (w). The matrix M is a diagonal mass matrix,
® is a force constant matrix, with I'.(w) and Tr(w) being the
spectral functions of the heat baths that connect to the system.

J

Jur(t) = [ w?
L ; kAT,
— [ w(w + wL/R)e_M”R[Bi.L/Rdw
—oo 2mi

oo ot KBATRL
- f w(w + wpy et
—oo 27mi

oo . kg AT
+ / w(w- wL/R)e“"”‘“Bi_L/Rdw
—oo 27i

ARTICLE pubs.aip.org/aipl/jcp

The spectral functions used here are N x N sparse matrices with
element I't (w)oo = mwy; and element Tr(w)nN = mwyy, while all
other elements in the matrices are zero.

In matrix notation, the energy fluxes can be expressed as

Jur(t) = ((AL/RX)TX> - (XTEL/R)» (25)

Toys(£) = =(J(8) + Jr(2))- (26)

with Ay =T1/w and Ar = I'r/w, where the expression for J(t)
arises from conservation of energy. Evaluating the correlation
functions on the RHS of Eq. (25) leads to®

kBT(O) ™ oo kB T(O) T

%dw Tr [GT (0) A} R G(w) Arr] + / w? %dw Tr [GT ()AL R G(w) AriL]
Tr [GT((A) + wL/R)A{/RG(w)AL/R]

dwTr [GT(w + wR/L)AE/RG(w)AR/L]

Tr [G' (0 - wur) AR G(w) ALr]

oo iwn ¢ KBAT ks Tur(t o
+ [ w(@ = wrn )¢ =0 S Ao Tr[G (0~ o ) ALRG (@) Awe ] + =5 20 [ wdoTr (ARG (@) 27)
—oo 71 T —oo

0o 0o (0)
sy = [ ZkBTL doTr[6' (0)A"G(w)A] - [ wsz%dwTr (G (0)ATG()Ax]

+ foo w(w+ wL)eﬂ“"thATLd Tr[G' (0 + w.)ATG(w)AL]

- / w(w- wL)elethzT,de Tr[G' (@ - w.)ATG(w)AL]
oo i

s o) IR G0 TG (4 0n)ATG(w)An]
— oo 1

- foo w(w- wR)eimRthngij,kdw Tr[G'(w - wr)ATG(w)Ar]
oo i

- ik;B(TL(t)[: wdoTe (MG ()] + Ta(t) [ wdaTr [ARGT(w)]), (28)

where A = A + Ar.

To model an alkane junction, the force constant k in the
reduced-order model can be calibrated to the MD simulation results
for a specific length alkane, i.e., for a specific N. We assume that
the force constant is independent of the bath parameters. After cal-
ibration, the reduced model can be used to quickly and efficiently
explore the design space of an alkane junction driven by tempera-
ture modulations. The specific calibration procedure employed is to
solve the minimization problem,

k = argmin ( Lgs(k)), (29)
k

where Lsys is a loss function defined by the root mean square
error between the system energy flux calculated in MD simulations
and the system energy flux calculated using the reduced-order
model. When calibrating to the MD simulations, all other

(

parameters besides k are taken to be the same in both models. The
force constant optimization problem is solved using a grid search
approach coupled with a bisection method.

An example result of the calibration procedure is illustrated in
Fig. 9. The orange noisy data are the results for an ethane molecu-
lar junction, and the dashed black curve is the calibrated result from
the reduced-order model. Good agreement is observed between the
two results, illustrating the ability of linear low-dimensional mod-
els to capture the salient features of the high-dimensional nonlinear
simulations. This is an example case in which the reduced model
can well approximate the full model, but we have found in many
situations, for example, for the model shown in Fig. 2, that the non-
linear results cannot be well approximated using the linear models
due to the appearance of multi-pinch hysteresis loop patterns and
other geometric features.
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FIG. 9. Comparison between the system energy flux calculated using MD sim-
ulations (orange) and the corresponding result generated using a calibrated
reduced-order model (dashed black). The parameters in the model are N = 2,
y % 0.05, yg ~ 0.05, T =200, 78 =300, AT, = 20, ATg =50, @, = 10,
and wg = 5.

Once the force constant is calibrated to the MD results, the
model parameter space can be efficiently explored. First, we exam-
ine how changing the system-bath couplings of the two baths,
Yuro affects hysteresis. Shown in Fig. 10(a) are the results of the
calibrated reduced-order model. Increasing y, , generally results
in larger magnitudes of oscillation in the hysteresis loop. This is
because energy transfer between the baths is supported by the
increased coupling strength, and so increasing the coupling leads
to more pronounced energy transfer dynamics. However, it should
be noted that the size of the hysteresis loops is not a monotonically
increasing function of y; ; and that, instead, there is a distinctive
turnover behavior that occurs. This can be seen in the y. = 50 curve,
which is smaller than the other loops in the scaled units shown. As
Yir 18 increased well beyond the temperature oscillation frequency,
the quasistatic limit is approached and the width of the hysteresis
loops goes to zero.

Figure 10(b) shows the result of varying ATy while keeping
all other parameters constant. Interestingly, increasing ATy does
not affect the hysteresis shape or magnitude in a linear manner
but instead leads to complex and nonlinear effects. For ATy, =0,
only one bath is oscillating, and a simple oval hysteresis pattern is
observed. When the driving amplitude is increased to ATy, = 20, we
recover the same results shown in Fig. 6. For ATy = 40, a highly
asymmetrical loop pattern emerges, and the same general asymmet-
rical hysteresis behavior is observed but in an exacerbated manner
for ATy = 60. As ATy is increased, the magnitude of the hysteresis
curves generally increases. For example, the maximum amplitude
for ATy = 0 is ~0.1, while the maximum amplitude for ATy = 60 is
~0.2. The sign change patterns for ] are increasingly complex for
increasing AT, and for larger driving amplitudes, the sign of Jy
can change in a complex manner throughout the oscillation cycle.
Opverall, the complex behavior of the model under varying ATy, high-
lights the complicated dynamics that can emerge in thermally driven
molecular junctions.

Figure 11 shows the results of a methane junction for the case in
which the temperatures of both baths are oscillating, but at different
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FIG. 10. System energy flux as a function of temperature difference for (a)
varying system-bath coupling values and (b) varying temperature oscillation ampli-

tudes AT, of the left bath. The parameters in the model are N = 2, TL(O) =200,

T{” =300, ATg = 50, w_ =10, and wg = 5. In panel (a), AT, =20, and in
panel (b), y, = yg =~ 0.05.

frequencies and with asymmetric system-bath couplings. The hys-
teresis pattern generated is complex, showing an interweaving path
and an asymmetric shape. In this complex system, the reduced-order
model (shown as a dashed black curve) again captures the qualitative
behavior of the highly complex hysteresis curve. This result suggests
that reduced-order models can be used to understand, qualita-
tively, time-dependent heat transport behavior in alkane molecular
junctions in certain physical regimes.

Figure 12 illustrates the results for a decane (N =10) junc-
tion using the same system parameters (multi-frequency driving)
as in Fig. 11. Again, the hysteresis curve is highly complex, show-
ing multiple overlap points and an interwoven pattern. Comparing
the results in Fig. 12 to those in Fig. 11, we see that the heat trans-
port magnitude is significantly decreased in the longer junction, but
that the hysteresis curves are qualitatively similar in shape. This
implies two principal things: (1) shorter junctions may be a better
choice experimentally to elucidate heat transport hysteresis because
the magnitude of the heat transport is larger, and (2) the length of
the junction does affect heat transport, primarily in the magnitude,
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FIG. 12. System energy flux calculated using MD simulations (orange) for a decane
molecular junction. The solid black curve is the simulation result with smooth-

ing. The parameters in the model are N =10, y, = 1.5, y; = 0.2, TL(O) =300,

T{” =300, AT, = 60, ATg = 30, w = 2, and wg = 5. The data were vertically
shifted by a factor of Adsys/ykg T = 0.000 625.

but generally qualitative behaviors in the hysteresis patterns persist
across length scales. Further work to characterize the transition from
ballistic to diffusive transport and how hysteresis manifests in those
regimes is currently under way.

I1l. CONCLUSIONS

This work has demonstrated, using theoretical models, that
molecular junctions can exhibit heat transport hysteresis when sub-
jected to a time-periodic temperature gradient. This phenomenon
reveals a distinct memory effect in energy transport processes at the

ARTICLE pubs.aip.org/aipl/jcp

nanoscale that can potentially be utilized for advanced energy stor-
age devices and neuromorphic computing applications. By employ-
ing nonequilibrium molecular dynamics simulations and stochastic
thermodynamics, we have examined this effect across a range of
system parameters, including over different temperature oscilla-
tion frequencies and chain lengths. The presented findings illustrate
the potential for molecular junctions—a well-studied nanoscale
system—to serve as components in nanoscale thermal neuromor-
phic computing architectures. In analogy to memristive or mem-
capacitive devices in electronic neuromorphic systems, molecular
junctions that exhibit heat transport hysteresis can store and process
information through complex power cycling loops and hysteresis
loops. This effect is absent under steady-state conditions and only
occurs when the system is driven into a time-dependent nonequi-
librium state by an oscillating temperature gradient. By leveraging
this history-dependent response, it may be possible to design ther-
mal circuits and logic elements that perform both memory and
processing tasks, i.e., thermal neuromorphic computers. Molecular
junctions with tunable hysteresis characteristics could, in principle,
serve as thermal analogs to electronic memristors and memcapac-
itors, enabling nanoscale thermal memory and logic operations
driven by oscillating temperature gradients in a similar fashion
to how electronic memristive behavior is driven by an oscillating
voltage.
There are several key takeaways from this work:

1. Nonlinearities can give rise to complex heat transport hystere-
sis loop patterns that include effects that cannot be generated
using linear models.

2. However, hysteresis is not purely a nonlinear effect and can be
observed in linear (harmonic) models and systems. Moreover,
in some cases, linear models can be used to well-approximate
the hysteresis dynamics of nonlinear systems.

3. Analytical results will play an important role in the analysis
of heat transport hysteresis, as it requires significant compu-
tational resources to converge the energy flux calculations and
to differentiate the energy flux signals from thermal noise in
nanoscale systems.

4. The length of a molecular junction affects the geometry of the
heat transport hysteresis loops.

5. The observed thermal memory behaviors exist in a physi-
cal regime not fully captured by the conventional memristive
definition in which a pinch point in the hysteresis loop occurs
at AT = 0.

Attempting to observe heat transport hysteresis in single-
molecule junction experiments is an important next step. From a
computational perspective, developing nonlinear surrogate mod-
els will enable fast and systematic probing of the model parameter
space. This could, in turn, lead to a more complete understand-
ing of the physical mechanisms driving hysteresis. In this work, we
have used an alkane molecular junction as a representative system.
However, altering the molecular structure of a junction through,
for example, chemical functionalization, can alter heat transport.
Exploring other molecule types besides alkanes will, therefore, be
important in future work. Another important direction for future
work is to explore quantum effects in heat transport hysteresis, such
as those studied in recent work on heat pulses in electron quantum
optics.'”” Extending the present framework to incorporate quantum
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statistics or coherent transport dynamics could reveal new hystere-
sis regimes and phenomena relevant to thermotronics and thermal
computing.
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